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Synchronous Detection Technique for
Actuator/Sensor Health Monitoring in Control

Systems under Deception Attacks
Maruthi T. Ravichandran and Liang Zhang

Abstract—Resilient control systems are feedback systems,
which maintain an acceptable level of performance in the
presence of attacks on the sensors and actuators. This paper
addresses the design of control systems, which are resilient under
a deception attack on the DC gains of the sensor and/or the
actuator. The approach is based on the method of synchronous
detection, which is widely used in communication systems. It
consists of two steps: First, the “health” of the sensor and the
actuator, which are assumed to be under attack, is assessed.
Second, based on this assessment, the controller is modified (if
possible) so that the effects of the attacks on the closed-loop
system response are eliminated. The above approach is applied
to a model of uranium enrichment centrifuge control system,
and, using simulations, is shown to provide effective protection
against the attacks.

Index Terms—Resilient control systems; Deception attack;
Attack detection; Synchronous detection

I. INTRODUCTION

Resilient control systems are feedback systems, which are
capable of detecting and mitigating malicious attacks on their
sensors and actuators, wherein the attacks are intended to force
the plant output to deviate substantially from the reference
signal. In the absence of appropriate detection and mitigation
strategies, attacks may lead to unwanted consequences, such as
damage to the plant. For example, consider the drive system of
a Uranium gas enrichment centrifuge, which typically consists
of a three-phase AC induction motor, a controller, and a
speed sensor. Since this system operates in a closed-loop
configuration, an attack on the sensor that forces it to project a
“low” speed may lead to the actual centrifuge rotational speed
taking dangerously high values.

With growing concern over the security of critical infrastruc-
ture systems such as nuclear power plants, water distribution
network, etc., the research on attack detection and mitigation
in control systems has gained significant attention recently
[1]–[5]. The security of cyber-physical systems, involved in
these critical infrastructures, typically consists of confidential-
ity (preventing information disclosure to attackers), integrity
(preventing data/resource modification or deletion by attack-
ers), and availability (preventing communication and control
software/hardware failures) [6], [7]. In this paper, we focus
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on the attacks that aim at compromising the integrity of the
system at hand, often referred to as deception attacks.

To defend against deception attacks in control systems,
different types of attack detectors may be developed. Among
existing results in the literature, the most commonly used
approach is to design a state estimator, and detect the attack
based on the estimation residue, i.e., the difference between the
measurement data and the estimator output (see, for instance,
[8]–[13]). This approach, however, is not effective when the
attacks are hidden in the transient dynamics or aligned with
the noise statistics. Another approach is to inject a randomly
generated “watermark” signal − stationary and Gaussian −
into the control system, and search for the watermark in the
measured outputs (by evaluating the correlation between the
output signals and the injected watermark signal) [14], [15]. It
is shown that this approach is effective against replay attacks,
i.e., attacks wherein valid data transmission is maliciously
repeated. On the other hand, due to its reliance on statistical
correlation, this approach is not capable of detecting other de-
ception attacks (e.g., multiplying the outputs with a constant).

In the current paper, we assume that the attacker modifies
the DC gain/s of the sensor and/or the actuator of the control
system, and propose a novel approach to monitor these DC
gains in real-time. This approach is based on the method of
synchronous detection [16], which is used in analog commu-
nication systems for separating the carrier and the information
signals. Using this approach, one can effectively detect, iden-
tify, and mitigate the attack. Other types of deception attacks
and other classes of attacks will be considered elsewhere.

The remainder of this paper is organized as follows: Section
II presents the models of the system and the attacker. The
synchronous detection-based approach to detect and mitigate
the attack is introduced in Section III, and is discussed in
details in Sections IV and V. An application to a model of
uranium enrichment centrifuge control system is shown in
Section VI. Finally, the conclusions and directions of future
work are provided in Section VII. All proofs are included in
the Appendix.

II. MODELING

A. System model

Consider the nominal (non-attacked) feedback linear time-
invariant system shown in Fig. 1, where K(s), A(s), P (s),
and S(s) represent the transfer functions of the controller,
actuator, plant, and sensor, respectively, and the gain of the
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pre-compensator S0 is equal to the DC gain of the sensor, i.e.,
S0 = lims→0 S(s). In addition, let A0 denote the nominal DC
gain of the actuator. Note that the pre-compensator is used
in the system so that the plant output y tracks the reference
input r. Clearly, the closed-loop transfer function from r to y
is given by

G(s) =
S0K(s)A(s)P (s)

1 +K(s)A(s)P (s)S(s)
. (1)

Controller Actuator Plant

Sensor

Pre-
compensator

Fig. 1. Nominal feedback control system

B. Attacker model

Assume that a deception attack is imposed on the sensor
and/or the actuator of the feedback control system shown in
Fig. 1. Depending on the attacker’s action, we assume that a
deception attack can be categorized as follows:

1) Type 1 deception attack: The transfer functions of the
sensor and/or the actuator are modified to S̃(s) and Ã(s),
respectively (see Fig. 2(a)).

2) Type 2 deception attack: External deceptive signals are
projected as the outputs of the sensor and/or the actuator (see
Fig. 2(b)).

3) Type 3 deception attack: External deceptive signals are
added to the outputs of the plant and/or the actuator (see Fig.
2(c)).

In this paper, we focus on a special case of Type 1 deception
attack, while other types of attacks will be studied elsewhere.
Specifically, for the Type 1 deception attack considered in this
paper, we assume that the DC gains of the sensor and/or the
actuator are modified from S0 to Sa and from A0 to Aa,
respectively. Thus, the transfer functions of the sensor and the
actuator are modified to

S̃(s) =
S(s)Sa

S0
, Ã(s) =

A(s)Aa

A0
. (2)

In addition, the following assumptions are made to facilitate
the subsequent analysis:

Assumption 1: a) The controller, plant, nominal actuator,
and nominal sensor are open-loop asymptotically stable. b)
The attacked actuator and the attacked sensor are open-loop
asymptotically stable. c) The nominal and the attacked closed-
loop systems are asymptotically stable.

To identify and mitigate such a deception attack, a novel
approach is proposed in this paper, and is discussed next.

III. APPROACH

The approach proposed is based on the method of syn-
chronous detection, which, as mentioned before, is used in

(a) Type 1 deception attack

Deceptive signal

   

Deceptive signal

(b) Type 2 deception attack

Deceptive signal

Deceptive signal

(c) Type 3 deception attack

Fig. 2. Deception attack on a feedback control system

analog communication systems to recover the information
signal from the modulated one. As illustrated in Fig. 3, the
recovery is achieved by first multiplying the modulated signal
m(t) sin(ωt) by sin(ωt) and then passing the resulting signal
through a lowpass filter.

Lowpass
filter

Information
signal

Modulated
information signal

Modulation signal

Amplitude modulation Synchronous detection-based
demodulation

Demodulation signal

Recovered
information

signal

Fig. 3. Synchronous detection method in analog communication

In this paper, we apply this method to identifying a decep-
tion attack in a control system. Specifically, as illustrated in
Fig. 4, this approach consists of the following:

Step 1: Adding two sinusoidal signals α sin(ωt) and
β sin(2ωt) to the reference level r.

Step 2: Multiplying the outputs of the actuator (v1) and the
sensor (v2) by the same sinusoidal signals.

Step 3: Computing the moving average of the signals re-
sulting from Step 2 over time interval T = 2π/ω
to obtain signals z11, z12, z21, and z22.

Note that the above procedure involves two carrier signals
(one with frequency ω and the other with frequency 2ω). As
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Fig. 4. Identification of deception attacks using synchronous detection

explained in Section IV, this is necessary to uniquely identify
the attacker’s behavior. In addition, since the signals resulting
from Step 2 are all periodic with T being the smallest common
period, the lowpass filter in Fig. 3 is replaced by the moving
average blocks, where the moving averages are computed over
time interval T for the sake of faster computation of zij’s.

Following the above procedure, the outputs of the moving
average blocks, z11, z12, z21, and z22, are analyzed from the
point of view of their consistency with the nominal values.
As discussed in Section IV, an attack on the sensor and
the actuator leads to these zij’s taking steady state values
that differ from their nominal ones, which gives rise to the
detection of the attacker’s action. Moreover, the introduction of
parameters α, β, and ω allows the user to change the nominal
values of the zij’s, and, thus, have the potential to significantly
increase the system’s resilience to attacks.

Regarding the mitigation of a deception attack, it is based
on the results of the detection procedure. Specifically, the DC
gains of the attacked sensor and actuator are calculated based
on the values of z11, z12, z21, and z22. Then, the controller
and the pre-compensator are modified accordingly to ensure
that the plant output is close to the reference signal.

IV. ATTACK DETECTION AND IDENTIFICATION

A. Nominal system operation

Consider the feedback control system with synchronous
detection as shown in Fig. 4. Let v1(t) and v2(t) denote the
output signals of the actuator and the sensor, respectively, and
let Gi(s), i = 1, 2, denote the transfer functions from the
reference r to outputs vi, i = 1, 2, i.e.,

V1(s) = G1(s)R(s), V2(s) = G2(s)R(s), (3)

where R(s) and Vi(s) are the Laplace transforms of r and
vi, respectively. Then, based on the system block diagram, we

obtain

G1(s) =
S0K(s)A(s)

1 +K(s)A(s)P (s)S(s)
, (4)

G2(s) =
S0K(s)A(s)P (s)S(s)

1 +K(s)A(s)P (s)S(s)
. (5)

Under Assumption 1, the steady state of signals v1 and v2
exists and is given by:

v1,ss(t) = rG1(0) + α|G1(jω)| sin(ωt+ ∠G1(jω))

+ β|G1(j2ω)| sin(2ωt+ ∠G1(j2ω)),

v2,ss(t) = rG2(0) + α|G2(jω)| sin(ωt+ ∠G2(jω))

+ β|G2(j2ω)| sin(2ωt+ ∠G2(j2ω)).

Thus, with T = 2π/ω denoting the period of the oscillations
sin(ωt), the steady state value of the moving average signal
z11 can be calculated as:

z11,ss =
1

T

∫ t

t−T
αv1,ss(τ) sin(ωτ)dτ

=
rG1(0)α

T

∫ t

t−T
sin(ωτ)dτ+

α2|G1(jω)|
T

∫ t

t−T
sin(ωτ + ∠G1(jω)) sin(ωτ)dτ+

αβ|G1(j2ω)|
T

∫ t

t−T
sin(2ωτ + ∠G1(j2ω)) sin(ωτ)dτ

=
α2|G1(jω)|

2T
·∫ t

t−T
[cos(∠G1(jω))− cos(2ωτ + ∠G1(jω))] dτ

=
α2

2
|G1(jω)| cos(∠G1(jω))

=
α2

2
Re{G1(jω)}. (6)

Similarly,

z12,ss =
β2

2
Re{G1(j2ω)},

z21,ss =
α2

2
Re{G2(jω)}, (7)

z22,ss =
β2

2
Re{G2(j2ω)}.

The above expressions (6) and (7) can be rewritten as

z11,ss =
α2S0

2D1(ω)

(
Re(KA(jω))

[
1 + Re(KAPS(jω))

]
+

Im(KA(jω))Im(KAPS(jω))
)
, (8)

z12,ss =
β2S0

2D1(2ω)

(
Re(KA(j2ω))

[
1 + Re(KAPS(j2ω))

]
+

Im(KA(j2ω))Im(KAPS(j2ω))
)
, (9)

z21,ss =
α2S0

2D1(ω)
·
(

Re(KAPS(jω)) + |KAPS(jω)|2
)
,

(10)
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z22,ss =
β2S0

2D1(2ω)
·
(

Re(KAPS(j2ω)) + |KAPS(j2ω)|2
)
,

(11)

where

KA(jx) = K(jx)A(jx),

KAPS(jx) = K(jx)A(jx)P (jx)S(jx),

D1(x) = [1 + Re(KAPS(jx))]2 + [Im(KAPS(jx))]2,

x = ω, 2ω.

As one may observe from the above (8)-(11), the steady
state zij’s are functions of the amplitudes (α, β) and frequen-
cies (ω, 2ω) of the sinusoidal signals, and are independent of
the reference level r. Clearly, when an attacker modifies the
transfer function of any of the system components, the steady
state values of the zij’s will change from the nominal values,
(8)-(11), thus leading to the detection of the attack. Moreover,
this approach provides system operators the flexibility to
change the nominal values of z11,ss, z12,ss, z21,ss and z22,ss
when needed by using a new set of values for α, β, and ω.

B. Attacked system operation

As mentioned in Subsection II-A, we assume that the
attacker modifies the DC gains of the sensor and the actuator,
i.e., lims→0 S̃(s) = Sa and lims→0 Ã(s) = Aa. Then, the
transfer functions from the reference r to outputs v1(t) and
v2(t) become

G1,a(s) =
S2
0AaK(s)A(s)

S0A0 + SaAaK(s)A(s)P (s)S(s)
, (12)

G2,a(s) =
S0SaAaK(s)A(s)P (s)S(s)

S0A0 + SaAaK(s)A(s)P (s)S(s)
. (13)

Thus, under the attack, the steady state values of signals z11,
z12, z21 and z22 can be calculated as:

z11,ss,a =
α2

2
Re{G1,a(jω)}

=
α2S2

0Aa

2D2(ω)

(
Re(KA(jω))

[
S0A0 + SaAaRe(KAPS(jω))

]
+

SaAaIm(KA(jω))Im(KAPS(jω))
)
, (14)

z12,ss,a =
β2

2
Re{G1,a(j2ω)}

=
β2S2

0Aa

2D2(2ω)

(
Re(KA(j2ω))

[
S0A0 + SaAaRe(KAPS(j2ω))

]
+ SaAaIm(KA(j2ω))Im(KAPS(j2ω))

)
, (15)

z21,ss,a =
α2

2
Re{G2,a(jω)}

=
α2S0SaAa

2D2(ω)

(
S0A0Re(KAPS(jω))+

SaAa|KAPS(jω)|2
)
, (16)

z22,ss,a =
β2

2
Re{G2,a(j2ω)}

=
β2S0SaAa

2D2(2ω)

(
S0A0Re(KAPS(j2ω))+

SaAa|KAPS(j2ω)|2
)
, (17)

where

D2(x) = [S0A0 + SaAaRe(KAPS(jx))]2+

[SaAaIm(KAPS(jx))]2, x = ω, 2ω. (18)

Clearly, if the above steady state values of zij’s under the
attack, (14)-(17), are different from the nominal ones, (8)-
(11), then it is possible to detect the attack. However, if these
steady state values are the same, i.e., zij,ss,a = zij,ss, for all
i, j = 1, 2, then the attack is undetectable. The scenario under
which an undetectable attack takes place is characterized by:

Proposition 1: Consider a Type 1 deception attack defined
by (2). The attack is undetectable if and only if
• both S0A0 and SaAa are roots of the following quadratic

equation:

x2 + b1x+ b2 = 0, (19)

where

b1 =
S0A0Re(KAPS(jω))Re(KAPS(j2ω))

Re(KAPS(jω))− Re(KAPS(j2ω))
·[

1

|KAPS(j2ω)|2
− 1

|KAPS(jω)|2

]
, (20)

b2 =
(S0A0)

2

Re(KAPS(jω))− Re(KAPS(j2ω))
·[

Re(KAPS(j2ω))
|KAPS(j2ω)|2

− Re(KAPS(jω))
|KAPS(jω)|2

]
,

(21)

• and F1(ω) = F1(2ω), where

F1(x) =
A0Re(G1(jx))

S0D3(x)
·
(
[1 + ρRe(KAPS(jx))]+

[ρIm(KAPS(jx))]2
)
, (22)

with ρ being the ratio between the two roots of equation
(19) and

D3(x) = Re(KA(jx))
[
1 + ρRe(KAPS(jx))

]
+

ρIm(KA(jx))Im(KAPS(jx)).

Proof : See the Appendix.
Clearly, to ensure that an attack is detectable, the values

of parameters α, β, and ω must be selected to avoid the
undetectable scenario. Based on Proposition 1, this can be
achieved by choosing the above parameters so that S0A0 is
not a root of (19).

C. Attack Identification

After an attack is detected, the goal is to identify the
attacked DC gains of the sensor and actuator, Sa and Aa.
To accomplish this, rewrite equation (16) as

c11(SaAa)
2 + c12(SaAa) + c13 = 0, (23)

where

c11 =

(
2z21,ss,a
α2

− S0

)
|KAPS(jω)|2,
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c12 = S0A0Re(KAPS(jω))
(
4z21,ss,a
α2

− S0

)
,

c13 = S2
0A

2
0

2z21,ss,a
α2

.

Next, solve (23) for SaAa to obtan

SaAa =
−c12 ±

√
c212 − 4c11c13
2c11

. (24)

Similarly, rewrite (17) as

c21(SaAa)
2 + c22(SaAa) + c23 = 0, (25)

where

c21 =

(
2z22,ss,a
β2

− S0

)
|KAPS(j2ω)|2,

c22 = S0A0Re(KAPS(j2ω))
(
4z22,ss,a
β2

− S0

)
,

c23 = S2
0A

2
0

2z22,ss,a
β2

,

and solve (25) for SaAa to get

SaAa =
−c22 ±

√
c222 − 4c21c23
2c21

. (26)

Clearly, equations (23) and (25) may have either one or both
roots in common. Each case is discussed below:

[Case 1] If (23) and (25) have exactly one root in common,
then this common root is assigned as the value of SaAa. Next,
using (14), we solve for Aa as

Aa =
2z11,ss,aD2(ω)

α2S2
0D4(ω)

. (27)

where D2(·) is given in (18) and

D4(x) = Re(KA(jx))(S0A0 + SaAaRe(KAPS(jx)))+

SaAaIm(KA(jx))Im(KAPS(jx)). (28)

Note that Aa can be obtained from (15) in the same manner
as the above, i.e.,

Aa =
2z12,ss,aD2(2ω)

β2S2
0D4(2ω)

. (29)

Finally, since both SaAa and Aa are known, Sa is computed
by dividing the former by the latter.

[Case 2] When (23) and (25) have two roots in common,
and these roots are unique, it implies that two different values
of SaAa will result in the same (z21,ss,a, z22,ss,a). Clearly,
SaAa cannot be uniquely determined using signals z21,ss,a
and z22,ss,a alone, implying that the other signals z11,ss,a and
z12,ss,a have to be utilized as well.

Let x1 and x2 denote the above mentioned candidate values
of SaAa. Substitute these xi’s, i = 1, 2, in the expressions for
z11,ss,a and z12,ss,a, (14) and (15), and solve for Aa to get

A
(i)
a,11 =

2z11,ss,aD
(i)
5 (jω)

α2S2
0D

(i)
6 (jω)

, i ∈ {1, 2}, (30)

A
(i)
a,12 =

2z12,ss,aD
(i)
5 (j2ω)

β2S2
0D

(i)
6 (j2ω)

, i ∈ {1, 2}, (31)

where

D
(i)
5 (ξ) = [S0A0 + xiRe(KAPS(jξ))]2+

[xiIm(KAPS(jξ))]2,

D
(i)
6 (ξ) = Re(KA(jξ))(S0A0 + xiRe(KAPS(jξ)))+

xiIm(KA(jξ))Im(KAPS(jξ)),

i = 1, 2. (32)

Now, consider the following scenarios:

• If only one xi leads to A
(i)
a,11 = A

(i)
a,12, then assign this

xi as the value of SaAa and A
(i)
a,11 as the value of Aa.

Finally, the value of Sa can be calculated as before.
• If both xi’s lead to A

(i)
a,11 = A

(i)
a,12, i = 1, 2, then

the synchronous detection-based method cannot uniquely
identify the attacked sensor and actuator DC gains.

To generalize the above scenario, consider two deception
attacks, Attack 1 and Attack 2, which take place according to
(2), and which lead to the sensor and the actuator DC gains
(Sa1, Aa1) and (Sa2, Aa2), respectively. As in (14)-(17), let
z
(l)
ij,ss,a be the steady state value of zij under Attack l, i, j, l =
1, 2. Then, Attacks 1 and 2 are said to be indistinguishable if
z
(1)
ij,ss,a = z

(2)
ij,ss,a, for all i, j = 1, 2. To characterize such

attacks, consider:
Proposition 2: Assume that Attacks 1 and 2 take place

as described above. These attacks are indistinguishable if and
only if

• both Sa1Aa1 and Sa2Aa2 are roots of quadratic equation
(19),

• and F2(ω) = F2(2ω), where

F2(ξ) =
S0A0Re(KA(jξ)) + x2Re(KA(jξ)KAPS(−jξ))
S0A0Re(KA(jξ)) + x1Re(KA(jξ)KAPS(−jξ))

· S0A0Re(KAPS(jξ))x1 + x21|KAPS(jξ))|2

S0A0Re(KAPS(jξ))x2 + x22|KAPS(jξ))|2
, (33)

and where, as before, x1 and x2 are the unique candidate
values of SaAa, which are obtained as the common roots
of the quadratic equations (23) and (25).

Proof : See the Appendix.
Thus, this proposition indicates that, to avoid indistinguish-

able attacks, the parameters α, β, and ω should be selected
so that one or both roots of (19) are infeasible (e.g., beyond
practical range, being complex), or if this cannot be achieved,
then select these parameters to force function F2(ξ) to take
different values at ξ = ω and ξ = 2ω. Finally, it should
be noted that if we only use one sinusoidal signal for attack
identification (i.e., when β is 0), then it is all but impossible
to avoid indistinguishable attacks caused by the dual roots of
(24).

As described above, by using the synchronous detection
method with appropriately selected parameters, a deception
attack can be detected by monitoring the moving average
signals z11, z12, z21, and z22 and comparing them with their
nominal values. In addition, the DC gains of the sensor and
the actuator under attack can be uniquely identified online
based on the steady state values of z11, z12, z21, and z22
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and equations (24)-(27). This also provides the possibility to
mitigate the attack, which is discussed next.

V. ATTACK MITIGATION AND TIMING ISSUES

As described above, under a Type 1 deception attack on the
sensor and the actuator, the steady state values of z11, z12,
z21 and z22 can be used to calculate the values of the attack-
modified gains Sa and Aa. These, in turn, can be utilized
to compensate for the effects of the attack by modifying the
controller from K(s) to S0A0

SaAa
K(s), and modifying the pre-

compensator from S0 to Sa. This is illustrated in Fig. 5. As

Fig. 5. Mitigation of deception attack

a result, the closed-loop transfer function from the reference
signal r to the plant output y is restored to its nominal form
(1). In addition, the transfer functions from r to outputs vi’s,
i = 1, 2, are restored to their corresponding nominal forms (4)
and (5) as well. This also renders the moving average signals
z11, z12, z21 and z22 back to their nominal values (8)-(11).

As far as the timing issue is concerned, in some applications,
there may exist a “critical” time duration, Tc, beyond which
it is undesirable for the plant output to be substantially
different from the reference. Obviously, it is necessary that
the time required to complete the identification and mitigation
procedures be less than Tc. Below, we examine the duration
of the former under a deception attack.

Let the transient response of the resilient control system be
partitioned into the following three time intervals:

Time interval 1: Time required for the plant output to go
close to the new steady state value, after the attack takes place.

Time interval 2: Time required to calculate the new steady
state values of z11, z12, z21 and z22, after the time interval 1.

Time interval 3: Time required for the plant output to
go close to the reference signal, after the identification and
mitigation procedures are applied.

To quantify the above time intervals, assume that the
nominal closed-loop system is a first-order system with time
constant τn. In addition, assume that the attack modifies the
system’s time constant to τa. Then, the duration of the first
time interval is 3τa. As for the second time interval, its
minimum duration is T , where T is the smallest common
period of the sinusoidal oscillations in Fig. 4. Finally, as
before, the duration of the third time interval is 3τn. Thus, the
minimum time duration, Tidm, required to identify and mitigate
a deception attack is

Tidm = 3τa + T + 3τn. (34)

In addition, it should be noted that since the attack is unknown
beforehand in practice, we have no knowledge of τa. Thus,
it may take additional time to be assured that the plant has
entered the modified steady state in order to correctly identify

the values of the system parameters under attack and apply
the mitigation.

VI. APPLICATION TO URANIUM ENRICHMENT
CENTRIFUGE CONTROL SYSTEM

In this section, we apply the deception attack identification
and mitigation method developed above to a uranium gas
enrichment centrifuge control system. Specifically, a uranium
gas enrichment centrifuge typically consists of a three-phase
AC induction motor, a controller, and a speed sensor. Consider
the three-phase induction motor, whose transfer function from
the input voltage to the rotational speed is given by (see [17]):

P (s) =
157

4s+ 1
.

Assume that this motor is operated in the closed-loop config-
uration of Fig. 4 with a proportional controller K(s) = 20, a
static sensor S(s) = 1 and a static actuator A(s) = 2. Thus,
the nominal closed-loop transfer function is given by

G(s) =
1570

s+ 1570.25
,

which has time constant τn = 6.368×10−4sec. The reference
value of the system is r = 528 rad/s. The parameters of the
carrier signals are selected as α = β = 10 and ω = 800. Note
that the amplitudes of the carrier signals are less than 2% of
the system reference. In addition, the undetectable attacks and
indistinguishable attacks do not exist under these parameters.
Using (8)-(11), the nominal steady state values of z11, z12,
z21 and z22 can be computed as

z11,ss = 412.4, z12,ss = 1018.9,

z21,ss = 39.7, z22,ss = 24.5.

Further, assume that an attacker conducts a deception attack
on the sensor at t = 15 seconds, with the DC gain of the
sensor modified to Sa = 0.5. Given these data, the closed-
loop transfer function under the attack becomes

Ga(s) =
1570

s+ 785.25
,

with time constant τa = 1.274 × 10−3sec. The steady state
values of moving average signals z11, z12, z21 and z22 under
the attack can be calculated as

z11,ss,a = 1018.9, z12,ss,a = 1611.9,

z21,ss,a = 24.53, z22,ss,a = 9.70.

The changes in these signals will lead to the detection of
the attack. Then, based on the values of zij,ss,a, the attack-
modified DC gain of the sensor can be calculated.

The trajectory of the plant output, y, is illustrated in Fig.
6. As seen in this figure, y deviates from the reference
signal, r, after the attack takes place at time t = 15sec. As
described in Section V, the time required by y to reach the
new steady state is 3τa = 3.822×10−3sec. Further, a duration
of T = 7.854 × 10−3sec is required to calculate the new
steady state values of zij’s and identify the attack. Thus, the
attack is identified during the interval of 3τa+T = 0.0117sec.
In this example, another T = 7.854 × 10−3sec is added to
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Fig. 6. Trajectory of the plant output, y

confirm that the moving average signals have entered the new
steady state. As a result, the application of the mitigation
procedure starts at t = 15.0195sec, which causes y to
begin approaching the reference signal. Finally, after a further
3τn = 0.0019sec, normal operation of the plant is achieved (at
t = 15.0214sec). As one can see, the synchronous detection-
based method developed in this paper can successfully detect,
identify, and mitigate the above attack within a very short
period of time. This is of significant importance in protecting
critical infrastructure systems agains malicious attacks.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we developed a technique for actuator and
sensor health monitoring in a resilient feedback control system.
Specifically, using the method of synchronous detection, we
designed a procedure that can detect, identify, and mitigate
deception attacks on the DC gains of the sensor and/or the
actuator. The procedure involves adding two sinusoidal carrier
signals to the reference input and measuring the modulation
of the sinusoidal oscillations at the outputs of the actuator
and the sensor. Closed-form formulas are derived to calculate
the values of the system parameters modified by the attack.
The efficacy of the technique is demonstrated through an
application to a uranium enrichment centrifuge control system
using simulations.

Future work of this research include:
• Investigation of synchronous detection-based techniques

using other modulation signals (deterministic and ran-
dom).

• Design of synchronous detection-based approaches for
identification of other types of deception attacks and
other classes of attacks (e.g., replay attack, covert attack,
denial-of-service attack).

• Development of rigorous methods for resilient control
systems design.

• Extension of the methods to systems with MIMO sub-
plants.

APPENDIX

Proof of Proposition 1: Comparing (10) and (11) with (16)
and (17), we can see that if SaAa = S0A0, then z21,ss =
z21,ss,a and z22,ss = z22,ss,a. In other words, the steady state

values of signals z21 and z22 remain the same before and after
the attack occurs in this case. It should be noted, however, that
when SaAa = S0A0, we have z11,ss 6= z11,ss,a and z12,ss 6=
z12,ss,a unless Aa = A0 and Sa = S0. This ensures that
such an attack can be detected. On the other hand, it is also
possible that z21,ss = z21,ss,a and z22,ss = z22,ss,a when
SaAa 6= S0A0. This is characterized as follows:

Let x1 and x2 denote two arbitrary complex numbers and
x1 6= x2. Let z(i)2k,ss,a, i, k ∈ {1, 2} denote the steady state
value of moving average signal z2k with SaAa = xi. Assume
that z(1)21,ss,a = z

(2)
21,ss,a and z(1)22,ss,a = z

(2)
22,ss,a. From (16) and

(17), we obtain that

S0A0Re(KAPS(jξ))x1 + |KAPS(jξ)|2x21
(S0A0)2 + 2S0A0Re(KAPS(jξ))x1 + |KAPS(jξ)|2x21

=

S0A0Re(KAPS(jξ))x2 + |KAPS(jξ)|2x22
(S0A0)2 + 2S0A0Re(KAPS(jξ))x2 + |KAPS(jξ)|2x22

holds for ξ = ω and ξ = 2ω. Re-organizing the terms in the
above equation leads to

S0A0|KAPS(jξ)|2(x1 + x2)+

|KAPS(jξ)|2Re(KAPS(jξ))x1x2+

(S0A0)
2Re(KAPS(jξ)) = 0,

and, thus,

x1 + x2 = −Re(KAPS(jξ))
S0A0

x1x2 −
S0A0Re(KAPS(jξ))
|KAPS(jξ)|2

.

(35)

Since (35) holds for both ξ = ω and ξ = 2ω, i.e.,

Re(KAPS(jω))
S0A0

x1x2 +
S0A0Re(KAPS(jω))
|KAPS(jω)|2

=

Re(KAPS(j2ω))
S0A0

x1x2 +
S0A0Re(KAPS(j2ω))
|KAPS(j2ω)|2

,

we have x1x2 = b2, where b2 is given in (21). Then, replacing
x1x2 in (35) with b2 for either ξ = ω or ξ = 2ω leads to
x1 + x2 = −b1, where b1 is given in (20). This implies that
x1 and x2 are roots of quadratic equation (19).

Therefore, both SaAa and S0A0 must be roots of (19) to
have z21,ss = z21,ss,a and z22,ss = z22,ss,a. In this case, to
have z11,ss = z11,ss,a and z12,ss = z12,ss,a, it follows from
(8), (14) and (9), (15) that

Re(G1(jξ))

S0
=
Aa

A0
·(

Re(KA(jξ))
[
1 + SaAa

S0A0
Re(KAPS(jξ))

]
[1 + SaAa

S0A0
Re(KAPS(jξ))]2 + [SaAa

S0A0
Im(KAPS(jξ))]2

+

Im(KA(jξ))Im(KAPS(jξ))

[1 + SaAa

S0A0
Re(KAPS(jξ))]2 + [SaAa

S0A0
Im(KAPS(jξ))]2

)
,

ξ = ω, 2ω.

Since SaAa and S0A0 are roots of (19), let ρ denote the ratio
of the roots. Then,

Aa = F1(ω) = F1(2ω),
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where function F1(·) is defined in (22). Therefore, unde-
tectable attack exists if and only if SaAa and S0A0 are both
roots of (19) and F1(ω) = F1(2ω).

�

Proof of Proposition 2: It follows immediately from the
proof of Proposition 1 that both Sa1Aa1 and Sa2Aa2 must be
roots of (19) to have z(1)21,ss,a = z

(2)
21,ss,a and z(1)22,ss,a = z

(2)
22,ss,a.

Without loss of generality, let x1 and x2 denote the roots of
(19) and assume Sa1Aa1 = x1 and Sa2Aa2 = x2. In addition,
to have z(1)11,ss,a = z

(2)
11,ss,a and z

(1)
12,ss,a = z

(2)
12,ss,a, it follows

from (14) and (15) that

Aa1Re(KA(jξ))
[
1 + Re(KAPS(jξ))x1

]
(S0A0)2 + 2S0A0Re(KAPS(jξ))x1 + |KAPS(jξ)|2x21

+

Aa1Im(KA(jξ))Im(KAPS(jξ))x1

(S0A0)2 + 2S0A0Re(KAPS(jξ))x1 + |KAPS(jξ)|2x21
=

Aa2Re(KA(jξ))
[
1 + Re(KAPS(jξ))x2

]
(S0A0)2 + 2S0A0Re(KAPS(jξ))x2 + |KAPS(jξ)|2x22

+

Aa2Im(KA(jξ))Im(KAPS(jξ))x2

(S0A0)2 + 2S0A0Re(KAPS(jξ))x2 + |KAPS(jξ)|2x22
,

ξ = ω, 2ω.

Thus,
Aa1

Aa2
= F2(ω) = F2(2ω),

where function F2(·) is defined in (33). Therefore, indistin-
guishable attacks exist if and only if Sa1Aa1 and Sa2Aa2 are
both roots of (19) and F2(ω) = F2(2ω).

�
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